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Abstract—The Internet of Things (IoT) enables environmental
monitoring by collecting data from sensing devices, includ-
ing cameras and microphones. The popularity of smartphones
enables mobile users to communicate and collect data from their
surrounding sensing devices. The mobile devices can obtain use-
ful environmental data from nearby sensors through short-range
communication such as Bluetooth. Nevertheless, the limited con-
tact time and the wireless capacity constrain the amount of data
to be collected. With the increasing amount of multimedia big
data such as videos and pictures from cameras, it is crucial
for mobile users to collect prioritized data that can maximize
their data utility. In this paper, we propose a distributed algo-
rithm to provide information-centric ubiquitous data collection
of multimedia big data by mobile users in the IoT. The algo-
rithm can handle transmissions of multimedia big data recorded
by the surrounding cameras and sensors, and prioritize the
transmissions of the most important and relevant data. The
mobile users construct data collection trees adaptively accord-
ing to their dynamic moving speeds and the value of information
carried by the multimedia and sensor data. The distributed algo-
rithm can support smooth data collection and coordination of
multiple mobile users. We provide both numerical analysis and
extensive simulations to evaluate the information value, energy
efficiency and scalability of our solution. The results showed that
our distributed algorithm can improve the value of information
up to 50% and reduce energy consumption to half compared
with existing approach. Our algorithm also scales perfectly well
with increasing number of mobile users and dynamic moving
speeds.

Index Terms—Data collection, energy efficiency, mobile
devices, quality of information (QoI), wireless sensor
networks (WSNs).

I. INTRODUCTION

THE INTERNET of Things (IoT) has been widely
deployed and utilized for environmental monitoring and

sustainable development. The smart sensing devices, such as
cameras, microphones, and chemical sensors, enable better
understanding of climate change, pollution, and habitats from
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natural environment to water system and transportation in
urban life [1]–[3]. With the advancement of mobile devices,
mobile users can collect data from their nearby sensors using
their mobile devices, such as PDAs or smartphones, anytime
and anywhere [4]–[6]. This architecture increases the flexibil-
ity of sensor network deployment and offers a cost-effective
solution for sensor data collection and data sharing [7], [8].
Giordano and Puccinelli [9] have offered a rich overview of
various commercial efforts in pervasive sensing, current trends,
and possible future directions. For example, street cameras are
common nowadays for monitor traffic flows and road condi-
tions in smart cities. Similarly, wildlife cameras are deployed
in rural areas to capture still images at specific intervals or
record images/videos when they detect motion of animals [10].

Mobile users can support data collection in many sensing
applications including environmental monitoring, healthcare,
transportation, safety, etc. For example, personal environmen-
tal impact report is a mobile sensing application developed to
calculate personalized estimates of environmental impact and
exposure [11]. Since the available sensor types are limited
on mobile phones, mobile users can collect sensing data with
more variety by communicating with wireless sensors in their
surroundings. In the GreenOrbs project [12], forest rangers
can use their PDAs to collect scientific data, such as tempera-
ture, humidity, and concentration of carbon dioxide, from the
wireless sensors deployed in the forest. As multimedia sen-
sors are getting more common, there is an increasing need
of transmitting multimedia data (e.g., videos, pictures, and
audio) from sensors to mobiles, though the transmission of
multimedia data is a challenge with the limited contact time
and bandwidth [13].

In the IoT, wireless sensors are communicating with each
other through short range wireless communication. Multiple
sensors may form a wireless sensor network (WSN) which is
connected to the Internet through one or multiple gateways.
The communication between the sensors to the gateway(s) in
the sensor network can be via single hop or multihop wire-
less communications [14]. Evolved from traditional WSNs,
ubiquitous data collection enables mobile devices to collect
sensing data from their surrounding sensors [15]. For example,
a mobile phone on a bike can collect sensor data from the air
quality monitoring station deployed on the roadside. In ubiq-
uitous data collection, the data collection opportunities may
occur anytime and anywhere when the mobile devices and the
wireless sensors are within their communication range. This
form of short-range communication provides a lot of flexibility
in sensor deployment without the need of any fixed Internet
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connection. The mobile devices can collect data from nearby
sensors as data consumers. At the same time, they can serve
as data collectors and upload the collected data to the Internet
when network connectivity is available. The uploaded data can
then be accessed by other Internet or mobile users who have
not visited the sensing areas.

Data collection using smartphones carried by mobile users
is different from data collection using mobile sinks with
predefined mobility patterns. For example, the routes of the
mobile elements (MEs) are under controlled to optimize their
data collection performance in WSNs [16]. On the contrary,
the mobile users are free to move around, so their mobil-
ity patterns are not under control [17], which poses new
challenge in ubiquitous sensor data collection especially for
multimedia data. In particular, the contact time between the
mobiles and the sensors can be short considering the limited
wireless communication range. It also depends on the activi-
ties of the mobile users. For example, the contact time could
be really short if they are running, biking or even in a vehi-
cle. The limited wireless capacity constrains the amount of
data to be transmitted from the sensors to the mobile devices.
Considering the limited contact time and wireless capacity, it
is crucial for the mobile users to maximize their information
gain by collecting the most significant multimedia data from
the nearby sensors.

Quality of information (QoI) captures the utility of infor-
mation delivered to the users, which can be computed by the
accuracy, timeliness, relevance, and provenance of data [18].
The QoI of sensor data represents the importance of various
observations carried by the collected sensing data [19], [20].
Sensing data of unusual events are considered to be more
significant and valuable to the users compared with rou-
tine data. For example, it will be of interest to prioritize
data transmissions of pictures and videos from field cam-
eras that capture movements of animals than regular static
scenes. The data transmissions result in higher QoI if the
users can collect more important and relevant sensing data.
Achieving high QoI in ubiquitous data collection is very chal-
lenging, since it has to handle the dynamic topology and
the limited contact time due to mobility of users. Energy
efficiency is another major concern for both mobile devices
and wireless sensors. Mobile users always want to save the
batteries of their smartphones. The batteries of the wire-
less sensors are even more constrained as they are seldom
recharged after deployment. The goal of this paper is to
improve QoI and reduce energy consumption in multimedia
big data transmissions in IoT with ubiquitous data collec-
tion.

Although data collection for WSNs with MEs has been stud-
ied, most of the studies assume that the MEs move along
predefined paths and stop at rendezvous points to collect data.
However, the mobility patterns of mobile users are uncontrol-
lable and continuously. The mobile users may not stop, which
implies that data collection has to be done on the fly. The data
collection trees need to be constructed and adapted quickly to
the mobility of users. Global data collection trees have been
widely adopted by the MEs in existing work [4], [21]–[23].
The idea is to broadcast HELLO messages to the sensor nodes

in the network for tree construction. Nevertheless, it is diffi-
cult to determine how far the messages should be broadcast.
A common way to limit the size of the data collection tree is
by predefining a maximum hopcount h in broadcast. However,
this approach cannot adapt to the dynamic moving speed of
the mobile user, since the predefined maximum hopcount may
be overestimated or underestimated. To address this problem,
we propose to construct the data collection trees dynamically
according to the moving speeds of the mobile users. We pro-
vide a distributed solution for constructing the data collection
trees and schedule the collection of sensing data to maximize
the information value.

The contributions of this paper are as follows. First, we
propose a distributed algorithm, called EQRoute, to provide
information-centric ubiquitous data collection with mobile
users. It coordinates data collection for multiple mobile
users with uncontrollable mobility in a distributed manner.
Second, the mobile users can estimate the available capacity
dynamically according to their moving speeds. Our algorithm
provides energy-efficient and smooth data collection that max-
imizes the information value with low energy consumption.
Finally, we evaluate performance of EQRoute by both anal-
ysis and simulations with multiple mobile users and variable
speeds. Compared with the most advanced existing approach,
EQRoute improves the information value and reduces the
energy consumption significantly. Our results also demon-
strated the scalability of our solution with multiple mobile
users and high moving speeds.

The rest of this paper is organized as follows. The related
work is presented in Section II. We describe the challenges and
design goals of information-centric ubiquitous data collection
in Section III. In Section IV, we present the problem formula-
tion and propose a centralized optimal approach to solve the
problem. We present our distributed ubiquitous data collec-
tion algorithm in Section V. We provide numerical analysis
and extensive simulations to evaluate the performance of our
solution in Sections VI. We conclude this paper in Section VII.

II. RELATED WORK

IoT combines future Internet and ubiquitous computing, and
envisions interactions between smart objects consisting of sta-
tionary sensors and mobile devices [3]. Perera et al. [24]
proposed an IoT middleware solution that can work on
resource constrained mobile devices allowing them to collect
and process data from sensors easily. Mobile sinks and mobile
relays have been suggested for improving the performance of
data collection in WSNs. Shah et al. [23] presented an archi-
tecture using moving entities, called data mules, to collect
sensing data. Gu et al. [25] proposed a partitioning-based algo-
rithm to schedule the movement of MEs, which minimizes
the required moving speed and eliminates buffer overflow.
Bisnik et al. [26] studied the problem of providing qual-
ity coverage using mobile sensors and analyzed the effect
of controlled mobility on the fraction of events captured.
Xu et al. [27] further studied delay tolerant event collec-
tion in sensor networks with mobile sink which considers
the spatial-temporal correlation of events in the sensing field.
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He et al. [28] analyzed the performance of data collection
theoretically to evaluate service disciplines of MEs through a
queueing model. Mehrabi and Kim [29] addressed the problem
of maximizing data collection throughput on a path in energy
harvesting sensor networks using a mobile sink with fixed
mobility pattern. Nevertheless, the above works focus on con-
trolling the movement of mobile sinks for data collection,
which are different from the mobile users with independent
and uncontrollable mobility in this paper.

Studies have been conducted for MEs without any fixed
trajectory. Kusy et al. [30] presented an algorithm to predict
the mobility pattern of the mobile sinks from the training
data. They computed and maintained the mobility graph of
the mobile sinks to improve routing reliability in data col-
lection. Similarly, Lee et al. [31] presented a routing scheme
that exploits the mobility pattern of the mobile sinks to min-
imize energy consumption and network congestion. However,
the above works emphasize on predicting the movement of
MEs to improve routing efficiency. Recently, ubiquitous data
collection with mobile users has been studied for mobile
users to collect data from WSNs. Li et al. [4] proposed a
ubiquitous data collection scheme that can efficiently form a
new data collection tree by locally modifying the previously
constructed data collection tree. Similarly, Cheng et al. [13]
proposed a streaming data delivery protocol for multihop
cluster-based WSNs with MEs, with focus on supporting
mobility for continuous data delivery in hierarchical networks.
Recently, Yang et al. [32] investigated low-delay and high-
throughput opportunistic data collection in WSNs with MEs.
They proposed a novel routing metric, called Contact-Aware
ETX, to estimate the packet transmission delay caused by both
packet retransmissions and intermittent connectivity. However,
the above works have been focusing on reliability and energy
efficiency in data collection. The information value carried by
the sensing data has not yet been fully considered in data
collection for mobile sensor networks.

QoI has been studied by Bisdikian et al. [18] to measure
attributes like accuracy, timeliness, reliability, completeness,
and relevance of the sensing information [33], [34]. Gelenbe
and Ngai [35] proposed an adaptive routing protocol that can
detect the presence of unusual events and provide better QoI
for the high priority traffic. Mathew and Weng [36] further
studied the problem of co-optimizing energy efficiency and
information quality for WSNs. They proposed a novel qual-
ity/energy efficient metric, which models the relationship of
sensing, processing, and transmitting with quality and energy.
Based on the metrics, a quality-energy adapting system has
been developed to exploit base station scheduling priority and
adaptive sampling to optimize both energy efficiency and over-
all information quality. Singh and Al-Turjman [37] studied the
use of heuristically accelerated learning techniques for improv-
ing the data delivery success rate in information-centric sensor
networks. It examined the performance in terms of impact on
the network lifetime, average success and failure rates, energy
consumption, and the QoI at the sink. Recently, opportunistic
routing with data compression has been explored to further
reduce the data size and energy consumption in WSNs [38].
Nevertheless, QoI-aware data collection for mobile sensor

Fig. 1. Mobile user is walking in a sensing field to collect data from
his surrounding sensors. The numbers in the figure indicate the information
value carried by the sensing data. The data with higher information value are
prioritized for data collection to maximize the information gain.

networks has not yet been fully explored. In particular, collab-
oration among multiple mobile users for information-centric
ubiquitous data collection in a distributed manner remains to
be further investigated.

III. PRELIMINARY

A. System Model

We consider a number of wireless sensors deployed in an
open field for environmental monitoring. These wireless sen-
sors (e.g., cameras) collect sensor data, which may include
multimedia data (e.g., videos and pictures) of wild animals,
plants, and nature scenes. The sensors are equipped with
short-range wireless communication capability, such as IEEE
802.15.4 or Bluetooth, so that they can communicate with
other sensors and mobile devices within the communication
range. This setup enables rangers and visitors who walk in the
field with hand-held devices to communicate and collect data
from the nearby sensors. The wireless sensors can also form a
data collection tree, so that the mobile user can collect sensor
data from multiple sensors outside its communication range.
However, there is limited contact time between the mobile user
and the wireless sensors. This problem is particularly criti-
cal when the wireless sensors collect and transmit multimedia
data. The data size of multimedia is much bigger than the
size of traditional sensor data like temperatures and humidity.
It is important to prioritize the transmission of multimedia sen-
sor data with higher information value considering the limited
contact time.

For this reason, the data collection tree cannot be extended
without a limit. The tree has to be built and reconstructed
based on the available communication capacity and the moving
speed of the mobile user. This paper focuses on maximizing
the information value of sensor data collected by the mobile
users in the field, considering the importance of sensor data,
the available communication capacity, and communication
overhead.

B. Application Scenarios

Fig. 1 shows a mobile user walking in a sensing field to
collect sensor data. The wireless sensors take sensor measure-
ments and store the data in their buffers. The data can be
picked up by the mobile users when they pass by the sensors.
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(a) (b)

(c) (d)

Fig. 2. (a) Wildlife camera and captured pictures. (b) Normal forest scene
without detecting any wild animals (low information value). (c) Picture cap-
turing a marten (high information value). (d) Photograph capturing a bird
(high information value).

We use information value to indicate the importance of various
observations carried by the sensing data [20]. For instance, the
information value of a piece of data, w, can be measured by
the importance and relevance of the environmental observation
being carried. The information value is high if the data carry
information of unusual events, for example, abnormal temper-
ature or detection of wild animals. Intuitively, the mobile users
want to maximize the information value of the collected data
from the wireless sensors. For simplicity, we normalize the
information value of the data packets, such that 0 ≤ w ≤ 1. In
Fig. 1, the mobile user decides to collect data with w = 0.8
rather than data with w = 0.1 if he has only limited contact
time with the sensors.

An example of wildlife camera is shown in Fig. 2(a), which
can be mounted on a tree. The camera takes pictures for rou-
tine field monitoring and for detecting the activities of wild
animals. Fig. 2(b) shows a photograph of a normal forest
scene without detecting any wild animals, which may carry
lower information value. In contrast, Fig. 2(c) and (d) cap-
tures the movement of a marten and a bird, which could be
very interesting for rangers and visitors.

C. Challenges and Design Goals

Communication opportunity occurs between the mobile
devices and the wireless sensors only when they are within
the communication range. Hence, it is challenging to collect
data from the wireless sensors when the mobile user is mov-
ing with uncontrollable and unpredictable mobility. Due to the
limited wireless communication range, i.e., IEEE 802.15.4 or
Bluetooth, the mobile user may have short contact time to col-
lect sensing data especially when he is moving fast and without

any stops. Since the sensors and the mobile device commu-
nicate over the same wireless channel, they have to share
the limited wireless capacity with their neighboring nodes.
Bottleneck may occur particularly at the mobile node, since
it is the root of the data collection tree that receives and
processes maximum amount of traffic. Due to the above rea-
sons, QoI is very important for the users to maximize the
total information value from the collected data. Distributed
and localized approach is preferred to reduce communication
overhead for coordination among multiple mobile users. We
highlight the design goals of our solution here.

1) It provides information-centric ubiquitous data collec-
tion to maximize the information value of the collected
data with low energy consumption.

2) It supports smooth data transmission and adaptive data
collection according to the moving speeds of the mobile
users.

3) It coordinates data collection with multiple mobile users
in a distributed manner.

IV. INFORMATION-CENTRIC UBIQUITOUS

DATA COLLECTION

In this problem, the sensors generate sensing data period-
ically and cache them in their buffers. The mobile devices
with compatible wireless components, i.e., IEEE 802.15.4 or
Bluetooth, can collect data from their surrounding sensors. The
collected data can be uploaded by the mobile devices to the
server when the Internet connection is available later.

We focus on data collection from the wireless sensors to
the mobile users in this paper. Our goal is to maximize the
information value and reduce the communication overhead
in ubiquitous data collection. The mobile user is similar to
an ME with uncontrollable mobility, limited communication
range, and variable moving speed. Each sensor can commu-
nicate with the MEs and sensors that are within its wireless
communication range. Multihop routing is supported to deliver
data from the wireless sensors to the mobile users.

A. Problem Formulation

We consider that the sensor data are encapsulated in data
packets. We introduce the following notations in our problem
formulation.

1) Each mobile user j creates a routing tree Tj.
2) Each data packet di has an information value wi.
3) We use wH and wL to represent the information value

of high and low priority data, respectively.
4) We use pH and pL to represent the packet generation

probability of high and low priority data, respectively.
5) We denote μj as the maximum service rate (number of

packets per second) that j can receive and process data
from Tj.

6) We define capacity Cj as the size of data (in number of
packets) that can be collected by j in a time slot t, where
Cj = μjt. Note that this capacity is shared among the
neighboring nodes of j and their subtrees.

7) We use hopcount cij to measure the communication cost
for delivering di to j.
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Variable: xij ∈ [0, 1] indicates the amount of data to be
collected by tree Tj.

Objective

max U =
∑

i,j

wi

cij
xij. (1)

Constraints ∑

j

xij ≤ 1 ∀i (2)

0 ≤ xij ≤ 1 ∀i, j (3)
∑

i

xij ≤ Cj ∀j. (4)

We consider application scenarios which contain a number
of sensors in the sensing field monitoring the environment.
These sensors could be wildlife cameras detecting the activi-
ties of wildlife animals, or sensors monitoring the environment
(e.g., fire). The data collected by the sensors may contain dif-
ferent information values depending on their importance and
relevance. For example, cameras which detect animal activi-
ties of interest provide data with higher information value than
the others. Their data will be given higher priority in data col-
lection compared with sensor data containing less valuable
information.

The data packets may contain a series of sensor readings
or multimedia data collected by the sensors. We use w to
denote the information value, which indicates the importance
of various observations carried by the data packet. We use c to
indicate the communication cost (in hopcount) for collecting
data packet from the sensor to the mobile device. We assume
that the data are divided into small packets of the same size
for transmission. We consider data packets individually when
giving them priority in data collection. The system allows par-
tial collection of sensor data generated by the same sensor. Cj

is defined as the number of data packets can be collected by
the mobile device in a time slot t.

We measure the information gain per communication cost
of the data packet di by ui = wi/cij, which is the information
value of the data divided by its communication cost in hop-
count. The value of wi/cij indicates the information value per
communication cost (transmission in one hop). wi/cij = wi

when the data is collected by one hop transmission (cij = 1).
If the data needs two hops to reach the mobile device, then
wi/cij = wi/2 which is less economical than one hop trans-
mission. It is more cost effective to collect data from sources
with higher wi/cij, since the information value obtained per
communication cost is higher. Our objective function is to
maximize the sum of ui from all the collected data, denoted
by U. This allows us to maximize the information value from
the collected data, while achieving a good balance between
the information value and the communication cost.

We define the variable xij to indicate whether data packet
di is allocated with capacity for data collection in tree Tj.
When xij = 1, it means that the data packet di will be sent
to mobile j. Constraint 2 enforces a data packet to be sent
to only one mobile user. Constraint 3 allows fractional data
(down-sampled sensor data or image) to be sent. Constraint 4
ensures that the total amount of data received by mobile user
j does not exceed its capacity Cj in a given time slot.

Algorithm 1 Centralized Capacity Allocation
1: Cj: capacity of mobile j;
2: wi: information value of data di;
3: cij: hopcount for di to reach mobile j;
4:
5: Mobile user j broadcasts to all sensors in the network;
6: Each sensor replies to j with wi and cij of its data;
7: while Cj > 0 do
8: Choose the data di with maximum wi/cij;
9: if Cj ≥ 1 then

10: xij = 1;
11: else
12: xij = Cj;
13: end if
14: Cj = Cj − xij;
15: end while

B. Optimal Centralized Algorithm

We suggest a centralized data collection algorithm for
mobile user to maximize U from the collected data (see
Algorithm 1). The mobile user first floods the network to
gather the information value, size and communication cost of
the data from the sensors. Then, it assigns capacity to the sen-
sors by selecting data with the maximum information value
per communication cost, i.e., wi/cij. However, this algorithm
works only in a centralized manner. The mobile user has to
wait for the information from all the sensors before allocating
the capacity to individuals. As discussed before, the mobile
user has to flood the whole networks or broadcast to h hops,
but h is not easy to decide.

Theorem 1: The above greedy algorithm gives an optimal
solution for capacity allocation to sensors.

Proof: We recall that the algorithm allocates the capacity
Cj for receiving a limited number of data packets in each time
slot t. We use variable xi to indicate whether each data packet
di will be allocated with capacity for data collection.

The algorithm allocates the capacity Cj completely for
receiving the sensing data. We assumed that the capacity is
limited, so that it is not enough to collect all the data in
the network. This implies that here exists a q, such that
1 = x1 = . . . = xq−1 > xq ≥ xq+1 = . . . = 0, where xn+1 = 0.
We show the optimality of this solution by comparing to any
other feasible solution y1, . . . , yn of this problem. Since wi/cij

are positive for all i, this solution can only be optimal if∑
i yi = Cj. Let k be the smallest index such that yk < 1,

and let l be the smallest index with k < l such that yl > 0.
Note that such an l exists, unless the solution y1, . . . , yn is
equal to the solution x1, . . . , xn obtained by the above greedy
algorithm. We will now increase yk and decrease yl, while
keeping all other values equal, to obtain a new solution. Let
ε = min{1−yk, yl} > 0. Increase yk by ε and decrease yl by ε.
It is easy to find that this move yields a feasible solution with
value not smaller than the value of the solution y1, . . . , yn.
Moreover, either yk has become equal to 1, or yl has become
equal to 0. Repetition of this argument eventually yields the
solution x1, . . . , xn obtained by the greedy algorithm.

However, the energy consumption is very high in this cen-
tralized approach. The mobile user has to broadcast to all the
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sensors in the network and get back their replies. The com-
munication overhead is in the order of O(N), where N is the
number of sensors in the network. In the following section, we
develop a distributed algorithm for ubiquitous data collection
that does not require flooding the whole network.

V. DISTRIBUTED ALGORITHM DESIGN

We propose a distributed and information-centric ubiquitous
data collection algorithm, called EQRoute. In this distributed
approach, a mobile user does not need to flood the network to
h hops. Instead, it estimates the amount of available capacity
for the data collection tree. This amount of capacity can be
delegated from the root to its children to form a data collection
tree with multiple layers. The data collection tree is extended
from one layer to another as long as there is remaining capac-
ity available. With this distributed approach, we do not have
to determine the parameter h or flood the whole network. It
reduces the communication overhead in tree construction.

The main idea of our approach is to utilize the estimated
available capacity Cj and the sensor demands to automatically
determine the maximum layer in the data collection tree. This
distributed design also supports collaborative data collection
with multiple mobile users. We present our design with three
components.

1) Construction of data collection tree.
2) Migration of data collection tree.
3) Selection among multiple mobile users in the following.

A. Construction of Data Collection Tree

We consider that each sensor holds high priority and low
priority data with probabilities pH and pL, where pH +pL = 1.
Their information values are denoted by wH and wL, respec-
tively, where wH > wL. Similar to most of the studies, the
construction of a data collection tree starts with a HELLO
message from the mobile user. However, unlike existing
approaches, we do not flood the whole network or broadcast
to a predefined hopcount. Instead, each sensor node decides
whether to extend the tree to the next layer by checking its
remaining capacity in a distributed manner.

In our algorithm, the capacity of mobile j, Cj, has to be
updated according to its moving speed for energy-efficient and
smooth data transmission. It is much easier if we know the
coordinates of each sensor and the trajectory of the mobile
user. However, we do not make these assumptions, since we
want to give more freedom and flexibility for the mobile users
to explore new areas. To handle the unpredictable mobility,
we introduce �D as an approximation of the average mov-
ing distance that a mobile user can walk without losing the
connection with its neighboring sensors. We pick �D as the
communication range R in this paper to ensure that the tree is
updated before mobile user losing connection with its neigh-
boring nodes. Then, we estimate the available capacity of the
mobile user in the time interval �t = (�D/vj) by

Cj = μj�D

υj
(5)

Algorithm 2 Distributed Capacity Allocation

1: dH
i : required capacity for high priority data from node i;

2: dL
i : required capacity for low priority data from node i;

3: fj: free capacity of node j; initially fj = Cj;
4:
5: Procedure CapacityAllocation(j, fj)
6: Broadcasts Hello message to 1-hop neighbours;
7: Each neighbouring node i replies with dH

i and dL
i ;

{//Allocate capacity for H data}
8: for each reply from neighbouring nodes i do
9: if fj + dL

j > 0 then

10: Allocate capacity for dH
i ;

11: fj = fj − min(fj + dL
j , dH

i );
12: end if
13: end for

{//Allocate capacity for L data}
14: for each dL

i do
15: if fj > 0 then
16: Allocate capacity for dL

i ;
17: fj = fj − min(fj, dL

i );
18: end if
19: end for
20: Assign remaining capacity to each i by fi = fj/N(j);

{//Extending the tree}
21: for each neighbouring nodes i do
22: if fi > 0 then
23: Run CapacityAllocate(i, fi);
24: end if
25: end for

End Procedure

where μj is the service rate and υj is the moving
speed of j.

The mobile user j estimates its available capacity accord-
ing to its moving speed from time to time. It begins the data
collection process by running the CapacityAllocation(j, Cj)
algorithm (see Algorithm 2). It first broadcasts to its one-hop
neighbors to obtain their capacity requests including the size
of high and low priority data, dH

i and dL
i , respectively. Then,

it assigns capacity first to the high priority data according to
the received requests. The neighboring nodes start transmitting
the high priority data immediately after the capacity is allo-
cated. Next, the mobile user assigns the remaining capacity fi
to the low priority data of its neighboring nodes. If there is still
remaining capacity, the mobile user will assign the capacity
evenly to its N(j) neighbors, i.e., fi = fj/N(j). The neighbor-
ing nodes will extend the tree Tj to the next layer by running
the CapacityAllocation procedure. Similar to j, each node i
broadcasts to its one-hop neighbors m to receive replies of dH

m
and dL

m. The capacity allocation process is repeated until there
is no remaining capacity left in the data collection tree. Note
that the high priority data can preempt the low priority data in
the previous layer if there is not enough capacity in the data
collection tree.

The message broadcasts for tree construction are limited to
the level of nodes with capacity allocated in the data collection
tree. Let h be the height of the data collection tree. The number
of broadcasts in data collection tree construction will be 1 +
N(1) + +N(h − 1), where N(h − 1) equals to the number of
nodes in level h − 1 of the tree.
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Fig. 3. Data collection tree is reconstructed when the mobile user is moving
from the root node to another node inside the tree.

B. Migration of Data Collection Tree

As discussed before, the mobile user estimates the new
capacity of the data collection tree every �t. However, unex-
pected disconnections may still occur between the mobile
user and the sensors due to its changing speed and moving
direction. Hence, the mobile user broadcasts a “MobileHere”
maintenance message periodically to its neighboring sensors
to notify them of its existence. In general, the sensors wait pas-
sively for the maintenance message. However, they can also
check actively for the existence of the mobile user if they
do not receive any maintenance messages. Thus, the overhead
to broadcast maintenance message small, which is only one
broadcast message every δt.

In addition, the MobileHere message can be used for updat-
ing the tree structure according to the new location of the
mobile user. For example, sensor node i may observe that the
mobile user is getting very close if it can receive the main-
tenance message directly from the mobile user. Sensor node
i can then connect directly to mobile user rather than taking
a longer path via a relay node. This scenario can be handled
formally by a tree migration process. For better illustration,
we divide these migration processes into two types, namely
inner-tree migration and tree recovery.

Fig. 3 demonstrates an example of inner-tree migration. At
the beginning, the mobile user is connected only to root node
A in the data collection tree. Then, it moves to a new location,
where it can communicate directly with some other sensors.
When sensor node B receives the tree maintenance message
from the mobile user, it knows that the mobile user is nearby.
Then, node B becomes the root of its subtree and connects
directly to the mobile user. After updating the route, node B
notifies its previous relay node A and the mobile user to update
the capacity assignment accordingly. In inner-tree migration,
the overhead of data collection migration is only one broadcast
from the new root.

Fig. 4 shows the tree recovery process. Once root node
A detects a disconnection with the mobile, it sends out a
“FindMobile” tree recovery message to its neighbors and tries
to recover the connection. Any nodes which do not belong to
the subtree of A can help relaying the message to the mobile
user. In this example, node B relays the message for node A, so
that A is reconnected to the mobile user. Similar to inner-tree
migration, it is necessary to update the capacity accordingly
after tree recovery.

(a) (b)

(c) (d)

Fig. 4. Data collection tree is recovered when the root node detects a discon-
nection with the mobile user. (a) A sends tree recovery request. (b) B permits
the joining of A. (c) B notifies the mobile user to update the capacity. (d) A
updates capacity information to its children.

Otherwise, the mobile user may think that A has finished
transmitting data, while A is still in the tree and has more to
send. If the tree recovery process fails, node A may join the
data collection trees of other mobile users if they have free
capacity. To avoid routing loop, we include the root ID of the
subtree that is connecting directly to the mobile user in the tree
recovery message. Only the nodes with different subtree IDs
will response to the tree recovery request. In tree recovery, the
overhead is two broadcasts from the original root node, and
two unicasts from the relay node.

C. Selection Among Multiple Mobile Users

In the scenario with multiple mobile users, the sensor node
has to choose one of the mobile users to report its data. It can
compare the performance of different mobile users to select the
best route. We suggest a metric, ρj, to evaluate the performance
of each mobile user j considering its available capacity and
communication cost as follows:

ρj = μij�tj
cij

(6)

where μij and cij are the available service rate and the hop-
count for the mobile user to receive data di, and �tj is the
available transmission timespan. Initially, ρj is set to −1, so
that node i shows interest to any HELLO messages. Node i
computes the performance metric ρj for each newly arrived
HELLO message. It changes to a new route only if the new
metric ρj is greater than the existing one (see Algorithm 3).

We observe that frequent switching between routes may
cause unnecessary energy consumption and reduce the packet
delivery rate. To avoid this, node i will change its route
only if the new ρj is better than the current ρj∗ with a



410 IEEE INTERNET OF THINGS JOURNAL, VOL. 5, NO. 1, FEBRUARY 2018

Algorithm 3 Evaluation of Alternative Routes
1: μij: service rate of j for receiving data di;
2: cij: hopcount for reporting data di to j;
3: �tj: timespan can be used for transmitting data to j;
4:
5: Procedure SensorEvaluation (μij, cij,�tj)

6: ρj = μij�tj
cij

;

7: if
ρj
ρj∗ > γ then

8: Update the route to report data to j;
9: Send request message for new capacity;

10: ρj∗ = ρj;
11: end if
12: End Procedure

certain threshold, i.e., (ρj/ρj∗) > γ , where γ is greater than
1. When the sensor changes its route, it will notify its parent
node to request for new capacity. However, it will not stop
sending its data through the old route until the new capacity
is assigned.

D. Worst Case Analysis for Optimality

We consider a data collection tree with the mobile user as
the root. Each node has n children and generates d data packets
on average in each time slot. The average number of data
packets generated in layer h is nhd. The generated data have
probabilities of pH and pL to be high priority or low priority,
where pH + pL = 1. The information value of a high priority
packet and a low priority packet are denoted by wH and wL,
where 0 ≤ wL ≤ wH ≤ 1.

We analyze the optimality of our distributed algorithm in
terms of U as stated in the objective function of the problem
formulation. The analysis aims at comparing the sum of infor-
mation gain per communication cost between the centralized
algorithm and our distributed algorithm. To make a fair com-
parison, we consider the same amount of capacity for the
mobile user when comparing the performance of the two algo-
rithms. However, the capacity of the mobile user may vary
from one time slot to another according to the environment
such as moving speed and distance between nodes.

Let α1, α2, . . . , αk and β1, β2, . . . , βk be the proportion of
high and low priority data collected by the mobile user in each
layer h, where 0 ≤ αh ≤ 1, 0 ≤ βh ≤ 1, and h = 1, . . . , k.
The sum of information value per communication cost, U, in
the tree can be calculated by

U =
k∑

h=1

nhd
wH

h
pHαh +

k∑

h=1

nhd
wL

h
pLβh. (7)

Given the capacity Cj of mobile j, we also have

Cj =
k∑

h=1

nhdpHαh +
k∑

h=1

nhdpLβh. (8)

We then compare the U′ obtained by our distributed
algorithm with the U∗ obtained by the optimal centralized
algorithm. We show that the U∗/U′ ratio has the following
properties.

Theorem 2: The worst U∗/U′ ratio occurs when wH >>

wL. It is bounded by (wHpHA(k∗)/wHpHA(m′)+ wLpLA(m′)),

where k∗ = 	(log [((Cj/dpH) + 1)(n − 1) + 1]/ log n) − 1
,
m′ = �(log [((Cj/d) + 1)(n − 1) + 1]/ log n) − 1� and A(k) =∑k

h=1(n
h/h).

Proof: The analysis compares the sum of information gain
per communication cost between the centralized algorithm and
our distributed algorithm. In particular, it will provide the
worst case analysis for optimality.

The capacity is assigned from the top to the bottom of the
data collection tree for the same data type due to the prop-
erty of w > w/2 > . . . > w/k. Hence, (α1, α2, . . . , αk) is
in a pattern of (1, 1, 1, . . . , 0), such that 1 = α1 = . . . =
αk∗−1 ≥ αk∗ > αk∗+1 = . . . = 0. Similarly, the sequence of
(β1, β2, . . . , βk) has the same property. Let k∗ and m∗ be the
number of layers that are granted capacity for high and low
priority data in the optimal algorithm. Since wH ≥ wL, we
have k∗ ≥ m∗. Consider that partial capacity may be granted
in layer k∗ and layer m∗, the optimal U∗ must be bounded by

U∗ ≤
k∗∑

h=1

nhd
wH

h
pH +

m∗∑

h=1

nhd
wL

h
pL

= dwHpHA(k∗) + dwLpLA(m∗) (9)

where A(k) =
{∑k

h=1
nh

h , if k ≥ 1

0, otherwise.
For our distributed algorithm, the capacity is assigned to

both high and low priority data from the top layer. Let k′ and
m′ be the number of layers that are granted capacity for high
and low priority data. Since preemption for the high priority
data occurs only in the lowest layer of the data collection tree,
we have m′ ≤ k′ ≤ m′ + 1. If we take the smaller value m′,
U′ must be greater than the following:

U′ ≥
m′∑

h=1

nhd
wH

h
pH +

m′∑

h=1

nhd
wL

h
pL

= dwHpHA(m′) + dwLpLA(m′). (10)

Thus,

U∗

U′ ≤ wHpHA(k∗) + wLpLA(m∗)
wHpHA(m′) + wLpLA(m′)

. (11)

From (11), we observe that (U∗/U′) is maximized when k∗
is maximized. It occurs when wH >> wL, i.e., m∗ = 0. In
this case, only high priority data are selected in the optimal
algorithm.

We further analyze the worst U∗/U′ ratio in this scenario.
Considering m∗ = 0, all the available capacity Cj will be
allocated for the high priority data in the optimal algorithm.
Due to the capacity constraint, the total amount of high priority
data collected must be smaller than Cj, that is,

Cj ≥
k∑

h=1

nhdpH = dpH

(
nk+1 − 1

n − 1
− 1

)
. (12)

By solving this equation, we can obtain k∗ = 	k
 by taking
the maximum k with

k ≤
log

[(
Cj

dpH
+ 1

)
(n − 1) + 1

]

log n
− 1. (13)
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Fig. 5. Analytical results of the U∗/U′ ratio varying wL.

Similarly, the total amount of high and low priority data
collected must be smaller than Cj in our distributed algorithm.
We can obtain m′ = �m� by taking the maximum m with

m ≤
log

[(
Cj
d + 1

)
(n − 1) + 1

]

log n
− 1. (14)

By substituting k∗ and m′ into (11) with m∗ = 0, we can
obtain a bound for the ratio U∗/U′.

As mentioned before, our distributed algorithm constructs
the data collection tree adaptively according to the available
capacity. The mobile user does not flood the whole network
or broadcast with a fixed hopcount. In our approach, the size
of the tree has maximum k∗ layers, which is determined by
the available capacity and the information value of the sensing
data.

VI. PERFORMANCE EVALUATIONS

A. Numerical Results

We show the U∗/U′ ratio with pH = 0.3, pL = 0.7, n = 3,
wH = 1, and varying wL in Fig. 5. The results indicate that
U∗/U′ approaches to one when wL increases. This is because
the capacity is more evenly distributed among the high prior-
ity and low priority data in the optimal approach, so that it
achieves similar performance as our distributed approach. We
also notice that U∗/U′ increases when capacity Cj increases
from 1000 data packets to 10 000 data packets. The reason is
that the data collection tree becomes bigger when Cj increases.
The increased number of nodes makes the difference between
U∗ and U′ larger in the two algorithms.

In order to validate the analysis, we conduct a simple simu-
lation in Fig. 6 to compare the result with the analytical result.
We generate the data collection trees based on the centralized
and the distributed algorithms and compare their U∗/U ratio.
As we can see, the simulation result validates that the U∗/U
ratio is the worst when wL is low. This leads to the biggest
difference between the data collection trees in the central-
ized algorithm and the distributed algorithm. The curves in
Figs. 5 and 6 follow the same trend, while the simulation
result in Fig. 6 shows lower U∗/U ratio than the worst case
analytical result in Fig. 5.

Fig. 6. Simulation results of the U∗/U′ ratio varying wL.

Fig. 7. Analytical results of the U∗/U′ ratio varying pH .

We also show the U∗/U′ ratio varying pH in Fig. 7. Note
that pL = 1 − pH , which indicates the proportion of high and
low priority data generated. When pH increases, the distributed
approach allocates more capacity to the high priority data in
each layer. This may lead to closer performance compared
with the optimal approach. Again, the result shows that the
U∗/U′ ratio is higher (worse) when wL is small.

B. Simulation Results

We evaluate the performance of our distributed algorithm,
EQRoute, in OMNet++ simulator [39]. OMNeT++ is an
extensible, modular, component-based C++ simulation library
and framework, primarily for building network simulations.
Network in this case is meant in a broader sense that
includes wired and wireless communication networks, on-chip
networks, queueing networks [40], [41]. It provides commonly
used radio transmission models and reliable wireless models.
The sensors and the mobile devices communicate with IEEE
802.15.4 in nonbeacon mode. There are 100 sensors uniformly
deployed in a 1000 m ×1000 m sensing field. The commu-
nication range R of the wireless sensors is set to 100 m. We
set �D = 100 m, which is the same as R in our experiments.
The mobile users move independently following the random
waypoint model, but we do not include any pause times to
model continuous and uncontrollable mobility.
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(a) (b)

(c) (d)

Fig. 8. Simulation results with single mobile user. (a) Total number of received packets. (b) Avg. energy consumption. (c) Information value per cost.
(d) Avg. hopcount.

1) Single Mobile User: We first evaluate EQRoute in a
single mobile user scenario with pH = 0.3 and pL = 0.7. The
data generation rate of the sensors is set to 8 byte/s. We vary
the mean moving speed of the mobile user from 2 to 22 m/s
in our experiments with a standard deviation of 0.5 m/s. We
compare our EQRoute algorithm with a recently proposed λ-
flooding algorithm [4] for ubiquitous data collection. In λ-
flooding, the mobile user builds a global data collection tree
and updates the tree according to a predefined threshold λ to
reduce energy consumption in data collection.

Fig. 8(a) shows the total number of received packets from
EQRoute and λ-flooding. We can see that both algorithms
receive comparable number of packets. However, our EQRoute
algorithm consumes only half of the energy compared with
λ-flooding as shown in Fig. 8(b). We believe that the energy
consumption increases in λ-flooding due to its prolonged paths
to keep the connection with the mobile user. This is further
verified by the increasing average hopcount in λ-flooding as
the speed increases [see Fig. 8(d)].

Fig. 8(c) shows the average information value per commu-
nication cost (hopcount) of the collected data. EQRoute can
achieve much higher information value per communication
cost than λ-flooding, since the highly valued data are given
higher priority for collection. We also find that the informa-
tion value per cost increases with the speed in EQRoute. This
is because the mobile user builds smaller data collection trees
with small hopcounts when it is moving fast.

2) Multiple Mobile Users: Next, we evaluate our EQRoute
algorithm with multiple mobile users. We keep the same pH

and pL settings as in the single user experiment. The data
generation rate is increased to 800 byte/s to explore the full
utilization of available capacity from multiple mobile users.
We test with 1, 5, and 9 mobile users in the sensing field
varying their average moving speeds.

Fig. 9(a) shows the total number of packets received by
the mobile users. Obviously, more packets can be collected
when there are more mobile users in the field. We show the
average energy consumption of the sensors in Fig. 9(b). Since
the sensors find more opportunities to report data to multiple
mobile users, they consume more energy than reporting data
to only single mobile user. We measure the information value
per communication cost in Fig. 9(c). It shows that EQRoute
can achieve higher information value per communication cost
when the number of mobile users increases. However, the
value per cost does not increase as much as expected with
nine mobile users at high moving speed. We believe that
some capacity is wasted for the sensors to switch their routes
among different mobile users. Fig. 9(d) shows the average
delay for transmitting high priority packets from the sensors
to the mobile users. We can see that the average delay is the
smallest with nine mobile users. This is because the mobile
users can divide the sensing field and construct smaller data
collection trees. The data collection trees become even smaller
when the mobile users are moving in high speed.
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(a) (b)

(c) (d)

Fig. 9. Simulation results with multiple mobile users. (a) Total number of received packets. (b) Avg. energy consumption. (c) Information value per cost.
(d) Avg. packet delay.

VII. CONCLUSION

In this paper, we proposed an information-centric ubiqui-
tous data collection algorithm, called EQRoute, for collecting
multimedia sensor data using mobile devices in the IoT. It
supports collection of multimedia sensor data through short-
range communication between mobile devices and wireless
sensors with limited contact time. EQRoute is a distributed
algorithm that allows mobile users to construct the data col-
lection trees dynamically according to their moving speeds.
It can control the size of the data collection trees adaptively
to reduce packets losses. EQRoute obtains high information
value by prioritizing the collection of data carrying more
important information. It supports mobile users to make local
decisions on data collection without sending any coordina-
tion messages among them. Numerical analysis and simulation
results demonstrated that our distributed solution can improve
information value up to 50% and reduce energy consump-
tion by 50% compared with the latest approach. It can
handle any number of mobile users with variable moving
speeds.

For future work, we would like to explore mobility
prediction to further improve information value and reduce
communication overhead in ubiquitous data collection. We
also plan to reduce the resolution of pictures and frame rates of
videos to reduce the size of multimedia sensor data according
to their information value.
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